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Abstract. We introduce the notion of Lagrangian and Hamiltonian constraint structure
coefficients. These coefficients appear in the process of investigating the consistency condition
on constraints in both formulations. Then we show that for a first-class Hamiltonian constrained
system one can find all the Lagrangian coefficients in terms of Hamiltonian ones.

1. Introduction

The study of constrained systems has traditionally been pursued within the Hamiltonian
formulation [1]. However, the Lagrangian approach, which is more direct but more difficult
to handle, has also been considered [2, 8].

The question which naturally arises is whether there is a one-to-one correspondence
between the two approaches. Several authors have studied the problem of the equivalence
of the Lagrangian and Hamiltonian formulations of the constrained systems. For example, a
complete and exact analysis can be found in [3, 4]. There it was shown that the Hamiltonian
constraints at each level can be divided into first- and second-class constraints. These
are weakly related to projectable and non-projectable Lagrangian constraints respectively,
via the action of time evolution operator. It was also shown that projectable Lagrangian
constraints are weakly equal to the pull-back of the first-class Hamiltonian constraints (see
relation (41) below). These two sets of constraints can be used in a complicated way to
write down the generator of gauge transformation in each formulation. See [5, 6] for the
Hamiltonian and [7, 8] for the Lagrangian formulations.

However, in some contexts, it is not just enough to know weak relations between
constraints. For example, in constructing the BRST generator, the strong algebra of
the Hamiltonian constraints is required [9]. Similarly, one needs the exact structure of
Hamiltonian or Lagrangian constrained systems (in the form of strong relations between the
constraints) in order to construct the generator of gauge transformations in both approaches
[5–8].

In this paper we analyse the Lagrangian and Hamiltonian constraint structure for a
system which has only first-class constraints in the Hamilton–Dirac formulation, i.e. a first-
class system (section 2). Then we introduce the notion of the Lagrangian (Hamiltonian)
constraint structure coefficients, hereafter abbreviated to LCSCs (HCSCs). Such a
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description of constraint structures is achieved at the cost of restricting ourselves to first-
class systems. It seems that for the general case, it is much more difficult to write down
strong relation between constraints in a closed form. However, the above restriction does
not exclude the important class of gauge-invariant theories which are of utmost importance
for physicists.

In section 3, which is the main part of this paper, we have shown that beginning with
the Hamiltonian constraint structure, one can construct the Lagrangian structure step by
step. In other words, given HCSCs for a first-class system one can obtain all the LCSCs
and the coefficients of the relations between the two sets of constraints. In order to clarify
the method, an example is presented in section 4.

For clarity, we have considered only finite-dimensional dynamical systems.
Generalization to field theory seems to be straightforward. We also assume that all of
the constraints are effective. In other words, the gradient of the constraints dose not vanish
on the constraint surface.

2. Constraint structure coefficients

2.1. The Lagrangian formulation

Consider the action

S =
∫

dt L(q, q̇) (1)

where the LagrangianL(q, q̇) is a function onTQ, the velocity phase space. The
configuration spaceQ is finite dimensional with local coordinatesqi(i = 1, . . . , n).

For a singular Lagrangian, the Eulerian derivatives

Li ≡ − δS

δqi(t)
= Wij q̈j − αi i = 1, . . . , n (2)

where

Wij = ∂2L

∂q̇i∂q̇j
(3)

and

αi = ∂L

∂qi
− q̇k ∂2L

∂qk∂q̇i
(4)

are not independent functions of accelerations. This means that the Hessian matrixW is
singular and has some null-eigenvectorsγ µ(q, q̇):

γ
µ

i Wij = 0 µ = 1, . . . , m. (5)

Multiplying equations (2) by the null-eigenvectors (5) gives the primary Lagrangian
constraints

χ(1)µ (q, q̇) = γ µi (q, q̇)αi(q, q̇) µ = 1, . . . , m. (6)

The consistency conditions on these constraints require that

dχ(1)µ
dt
= ∂χ(1)µ

∂qi
q̇i +

∂χ(1)µ

∂q̇i
q̈i (7)

vanishes, which should be considered along with the Euler–Lagrange equations of motion
Li = 0. We assume that no new equation for the accelerations would emerge from the
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consistency conditions. It was shown in [3] that this condition restricts the Lagrangian
constraints to projectable ones and the Hamiltonian constraints to first-class ones. Therefore
the acceleration term in (7) can at most be a linear combination of theLi . The consistency
condition (7) can be written as

dχ(1)µ
dt
= χ(2)µ + b(1)µi (q, q̇)Li(q, q̇, q̈) (8)

where theχ(2)µ are recognized as second-level Lagrangian constraints. We should proceed
iteratively, and at each step use the consistency conditions on the secondary Lagrangian
constraints. However, in the higher steps, the acceleration term in dχ(l)µ /dt can itself be a
weakly vanishing term containing the previous constraints, as follows:

dχ(s)µ
dt
= χ(s+1)

µ + b(s)µi (q, q̇)Li +
s−1∑
t=1

h
(s,t)
µνj (q, q̇)χ

(t)
ν q̈j s = 2, . . . , k − 1. (9)

It should be noted that the choice ofb(s)µi andχ(s+1)
µ is not unique. In fact, they can be

redefined according to

b
(s)
µi → b

′(s)
µi = b(s)µi +3µνγ

ν
i

χ(s+1)
µ → χ

′(s+1)
µ = χ(s+1)

µ +3µναiγ
ν
i .

(10)

For a system with a finite number of degrees of freedom (or with a finite number of fields in
a field theory), the algorithm for consistency of the constraints should stop at some levelk.
At the last level, dχ(k)µ /dt should vanish weakly on the shellLi = 0, i.e.

dχ(k)µ
dt
=

k∑
l=1

a(l)µν(q, q̇)χ
(l)
ν + b(k)µi (q, q̇)Li +

k−1∑
t=1

h
(k,t)
µνj (q, q̇)χ

(t)
ν q̈j . (11)

Relations (8)–(11) give the Lagrangian structure of a constraint system, as pointed out in [7].
We call the set of coefficientsa, b and h, which are functions of(q, q̇), the Lagrangian
constraint structure coefficients(LCSCs).

It was shown [7, 8] that relations (11) lead to Noether identities which are the necessary
and sufficient conditions for the invariance of the action under gauge transformation. Under
the assumption of projectibility of the Lagrangian constraints, the number of the Noether
identities and/or the independent functions of time in the gauge transformation is equal to
m, the number of primary constraints (6). Each primary constraint, indexed byµ, is at the
top of a chain of constraints. We have assumed that the length of the chains(k) is the
same for allµ’s. In the general case when one relaxes this simplifying assumption, a more
detailed analysis is required.

2.2. The Hamiltonian formulation

Consider the Legendre transformation (called the FL map) from(q, q̇) to (q, p), defined
within the relations

pi = ∂L

∂q̇i
≡ Pi (q, q̇) i = 1, . . . , n. (12)

For a singular Lagrangian, the FL map is singular. This is because thepi are not
independent functions of the velocities and the determinant ofWij = ∂Pi/∂q̇j vanishes. So
under FL, the whole spaceTQ would be mapped onto a subspaceM0 of the phase space,
defined by the vanishing of certain functions

8(0)
µ (q, p) µ = 1, . . . , m (13)
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called primary (Hamiltonian) constraints. Their number is the same as the dimension of the
null-eigenspace of the Hessian matrixW . We define the operator FL∗ on any function of
phase space as

FL∗ g(q, p) ≡ g(q,P(q, q̇)). (14)

The inverse operator is not well defined, since the map (12) is not invertible for all theq̇i .
Since the primary Hamiltonian constraints are direct consequences of the definition of
momenta (12), one can write

FL∗8(0)
µ (q, p) = 0. (15)

By definition, a functiong(q, q̇) is FL-projectable, if there exists a functionf (q, p) in the
phase space such thatg(q, q̇) = FL∗ f (q, p). It was shown in [3] that the necessary and
sufficient condition forg(q, q̇) to be FL-projectable is that

0µg(q, q̇) ≡ γ iµ
∂

∂q̇i
g = 0. (16)

The canonical HamiltonianH can be defined asH(q, p) = FLh(q, q̇), whereh(q, q̇) =
q̇iPi (q, q̇)− L(q, q̇) is the energy function and satisfies the condition (16).

It is well known [1] that the total Hamiltonian

Ht(q, p) = H(q, p)+ vµ8(0)
µ (q, p) (17)

is responsible of the dynamics of the system in the phase space, where thevµ are the
undetermined Lagrange multipliers. That is, ifq(t) is a solution of the Euler–Lagrange
equations of motion andp(t) ≡ P(q(t), dq/dt), then for any functiong(q(t), p(t)) in the
phase space we have [3]

dg

dt
≈ [g,H ] + vµ[g,8(0)

µ ]. (18)

Using this equation for the phase space coordinates of the point(q, p) and considering
the inverse map FL−1 : (q, p) → (q, q̇) and the Euler–Lagrange equation dPi/dt =
−∂L/∂qi , we can write

q̇i = FL∗
∂H

∂pi
+ vµ(q, q̇)FL∗

∂8(0)
µ

∂pi
(19)

∂L

∂qi
= −FL∗

∂H

∂qi
− vµ(q, q̇)FL∗

∂8(0)
µ

∂qi
. (20)

Here we have noted that FL−1(q, p) exists only for a subspace of the phase space which
is the FL map ofTQ. Furthermore, under FL−1 the point (q, p) maps to a subspace of
TQ, according to the choice of thevµ. So for a special point(q, q̇) in TQ, the value of
the vµ depend on that point and are functions of(q, q̇).

We are especially interested in the dynamics of the constraints. They should remain
valid in the course of the time. Suppose the primary constraints arefirst class, i.e. they
have weakly vanishing Poisson brackets with each other. So, equation (18) for the primary
constraints8(0)

µ leads to secondary constraints8(1)
µ :

8(1)
µ = [8(0)

µ ,H ]. (21)

We should go further to investigate the consistency condition for secondary constraints
and so on, such that the consistency condition for some level-n constraint,8(n)

ν , leads to
the recurrence relation

8(n+1)
ν = [8(n)

ν ,H ]. (22)
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We have assumed that the constraints at all levels are first class. This means that
the consistency conditions for8(n)

µ , does not lead to the determination of the Lagrange
multipliers in terms of phase space coordinates. Therefore, the Poisson bracket of8(n)

µ with
the primary constraints should vanish on the surface of constraints known up to that level,
i.e.

[8(n)
µ ,8

(0)
ν ] =

n∑
l=0

Anlµνη(q, p)8
(l)
η . (23)

Using the Jaccobi identity, it is not difficult to show that condition (23) suffices to treat a
first-class system in the Dirac terminology. That is, the Poisson brackets of all the constraints
with each other vanish on the constraint surface. However, relation (23) is the only thing
that we need in what follows.

Another point to note is that one can add to the above8(n+1)
ν an arbitrary combination of

the constraints up to leveln. However, we consider the strong relation (22) as the definition
of the (n+ 1)th level constraints.

The set of all Hamiltonian constraints can be classified as constraint chains. Each chain
begins with a primary constraint8(0)

µ , goes down via the relation (22) and stops at some
finite level k. Suppose for simplicity thatk is independent ofµ, i.e. the chains are of
the same length. At the last step the consistency condition should hold identically on the
surface of all constraints, as follows:

[8(k)
µ ,H ] =

k∑
l=0

Blµν(q, p)8
(l)
ν . (24)

We call the coefficientsAnlµνη(q, p) and Blµν(q, p) the Hamiltonian constraint structure
coefficients(HCSCs).

3. Relation between constraint structure coefficients

In this section we investigate the relation between Hamiltonian and Lagrangian constraints.
We will also show that given the HCSCs, one can, in principle, derive all the LCSCs. First
we prove a lemma, which relates FL∗8(n)

µ to the previous Hamiltonian constraints, i.e. is

Lemma 1.

FL∗8(n+1)
µ = d

dt
FL∗8(n)

µ − vν(q, q̇)FL∗
(∑
m6n

Anmµνλ8
(m)
λ

)
− Li

(
FL∗

∂8(n)
µ

∂pi

)
. (25)

Proof. Consider the phase-space relation (22). Applying FL∗ to both sides and using (19)
and (20) gives

FL∗8(n+1)
µ = FL∗

(
∂8(n)

µ

∂qi

)(
q̇i − vν FL∗

∂8(0)
ν

∂pi

)
− FL∗

(
∂8(n)

µ

∂pi

)(
− ∂L

∂qi
− vν FL∗

∂8(0)
ν

∂qi

)
which can be written as

FL∗8(n+1)
µ = q̇i FL∗

∂8(n)
µ

∂qi
+ ∂L

∂qi
FL∗

∂8(n)
µ

∂pi
− vν FL∗[8(n)

µ ,8
(0)
ν ]. (26)

Using the definition of Euler derivatives in relations (2)–(4) we have

∂L

∂qi
= −Li + ∂2L

∂q̇i∂q̇j
q̈j + ∂2L

∂qj∂q̇i
q̇j . (27)
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Inserting this in (26) and using (3) and (12) gives

FL∗8(n+1)
µ = q̇i

(
FL∗

∂8(n)
µ

∂qi
+ ∂Pj
∂qi

FL∗
∂8(n)

µ

∂pi

)
+ q̈i

(
∂Pj
∂q̇i

FL∗
∂8(n)

µ

∂pj

)

− vν FL∗[8(n)
µ ,8

(0)
ν ] − Li

(
FL∗

∂8(n)
µ

∂pi

)
which, using (23), gives the required result (25). �

As we shall show, iterative use of this lemma enables us to derive relations between
the HCSCs and LCSCs at all levels. First consider the casen = 0. For primary constraints
the first two terms in (25) vanish due to (15), leading to

FL∗8(1)
µ = −

(
FL∗

∂8(0)
µ

∂pi

)
Li. (28)

On the other hand, differentiating (15) with respect toq̇i gives

∂Pj (q, q̇)
∂q̇i

FL∗
∂8(0)

µ

∂pj
= 0

which says that FL∗ (∂8(0)
µ /∂pi) is some null-eigenvector of the Hessian matrix. So the

γ iµ(q, q̇) in relation (5) can be chosen such that

FL∗
∂8(0)

µ

∂pi
= γ iµ(q, q̇). (29)

For future use, we can also differentiate (15) with respect toqi , which gives

FL∗
∂8(0)

µ

∂qi
+ ∂Pj (q, q̇)

∂qi
FL∗

∂8(0)
µ

∂pj
= 0

which with the choice (29) yields,

FL∗
∂8(0)

µ

∂qi
= −γ jµ(q, q̇)

∂2L

∂qi∂q̇j
. (30)

Inserting (29) into (28) and recalling (2) and (6), we have

FL∗8(1)
µ = χ(1)µ . (31)

Then at the second step, considern = 1 in (25), which by using (15) and (31) leads to

FL∗8(2)
µ =

d

dt
χ(1)µ − vν(FL∗A11

µνλ)χ
(1)
λ − Li

(
FL∗

∂8(1)
µ

∂pi

)
. (32)

Comparing this with the Lagrangian consistency condition (8) suggests the following
identifications:

b
(1)
µi = FL∗

∂8(1)
µ

∂pi
(33)

χ(2)µ = FL∗8(2)
µ + g(2,1)µλ χ

(1)
λ (34)

where the coefficients

g
(2,1)
µλ (q, q̇) = vν(q, q̇)FL∗A11

µνλ (35)

can be viewed assecond-level relation coefficients. (There are no first-level relation
coefficients, as can be seen from (31)). In suggestingb

(1)
µi and χ(2)µ according to (33)
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and (34) we have use the arbitrariness introduced after (9). Relation (34) can be written as
a weak equation as follows:

χ(2)µ
S1= FL∗8(2)

µ (36)

where by equality on the surfaceS1 we mean equality in the spaceTQ, modulo the first-level
constraintsχ(1)λ .

We can repeat the same process once more. Then using the results of the previous steps,
especially relations (31) and (34), the resultant relation will read

FL∗8(3)
µ = −

dχ(2)µ
dt
+
(

FL∗
∂8(2)

µ

∂pi
+ g(2,1)µν

∂8(1)
ν

∂pi

)
Li +

∂g(2,1)µν

∂q̇i
q̈iχ

(1)
ν

−
(
∂g(2,1)µη

∂qi
q̇i + g(2,1)µν g(2,1)νη + vν FL∗A21

µνη − vν FL∗A22
µνλg

(2,1)
λη

)
χ(1)η

− (vν FL∗A22
µνλ + g(2,1)µλ )χ

(2)
λ . (37)

Comparing this with the consistency condition of the secondary Lagrangian constraintsχ(2)µ
(relation (9) fors = 2), we can obtain the following results:

b
(2)
µi = FL∗

∂8(2)
µ

∂pi
+ g(2,1)µν

∂8(1)
ν

∂pi

h
(2,1)
µνj =

∂g(2,1)µν

∂q̇i

χ(3)µ = FL∗8(3)
µ + g(3,1)µη χ(1)η + g(3,2)µη χ(2)η

(38)

with

g(3,1)µη =
∂g(2,1)µη

∂qi
q̇i + g(2,1)µν g(2,1)νη + vν FL∗A21

µνη − vν FL∗A22
µνλg

(2,1)
λη

g(3,2)µη = vν FL∗A22
µνη + g(2,1)µη .

(39)

The important point to note is that thethird-level relation coefficientsg(3,1)µν andg(3,2)µν

can be derived in terms of the previously determined relation coefficientsg(2,1)µν and the
Hamiltonian constraint structure coefficientsAnlµνλ’s. The new feature of the above step

is that the Lagrangian constraint coefficientsh(1,2)µνj ’s also appear and can be determined in
terms of the previously determined relation coefficients.

Now following a deductive proof, suppose one could have written the LCSCs and the
relation coefficients of all steps, up to thenth, in terms of the HCSCs and the previously
determined relation coefficients. Then we show that the same thing is also possible in the
(n+ 1)th step. To show this, suppose that we have established the relation

χ(s)µ = FL∗8(s)
µ +

s−1∑
t=1

g(s,t)µν χ
(t)
ν s = 2, . . . , n (40)

between the Lagrangian and Hamiltonian constraints. This relation can also be written
weakly (as derived in [3]) in the form of

χ(s)µ
Ss−1= FL∗8(s)

µ . (41)

Substituting (40) in (25) gives

dχ(n)µ

dt
= FL∗8(n+1)

µ + d

dt

n−1∑
s=1

g(n,s)µν χ(s)ν + vν
n∑
s=1

FL∗Ansµνλχ
(s)
λ − Li FL∗

(
∂8(n)

µ

∂pi

)
(42)
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which, after some algebra and use of (9), gives the following result:

dχ(n)µ

dt
= FL∗8(n+1)

µ +
n−1∑
m=1

g(n,m)µν χ(m+1)
ν

+ vν
∑
m6n

FL∗Anmµνλ

(
χ
(m)
λ −

m−1∑
l=1

g(m,l)η χ(l)η

)
+ Li FL∗

∂8(n)
µ

∂pi

+
n−1∑
m=1

g(n,m)µν b
(m)
νi Li +

n−1∑
m=1

[
∂g(n,m)µν

∂q̇j
χ(m)ν + g(n,m)µν

m−1∑
l=1

h
(m,l)
νηj χ

(l)
η

]
q̈j . (43)

Comparing this relation with the consistency condition of the Lagrangian constraintχ(n)µ

(relation (9) fors = n), we can read thenth level LCSCs as follows:

b
(n)
µi = FL∗

∂8(n)
µ

∂pi
+

n−1∑
m=1

g(n,m)µν b
(m)
νi (44)

h
(s,t)
µνj =

∂g(s,t)µν

∂q̇j
+

s−1∑
l=t+1

g(s,l)µη h
(l,t)
ηνj . (45)

The following relation between the Lagrangian and Hamiltonian constraints also results
from (43):

χ(n+1)
µ = FL∗8(n+1)

µ +
n−1∑
m=1

g(n,m)µν χ(m+1)
ν + vν

∑
m6n

FL∗Anmµνλ

(
χ
(m)
λ −

m−1∑
l=0

g(m,l)η χ(l)η

)
where by comparison with (40) fors = n+ 1, we can introduce the(n+ 1)th-level relation
coefficients in the following way:

g(s+1,t+1)
µν = g(s,t)µν + vη

(
FL∗Ast+1

µην −
s∑

l=t+2

FL∗Aslµηλg
(l,t+1)
λν

)
. (46)

As we see, in a deductive way one can calculate the Lagrangian constraint structure
coefficientsb(s)µi and h(s,t)µνj as well as the relation coefficientsg(s,t)µν , from the Hamiltonian
constraint coefficients and Lagrange multipliersvµ(q, q̇). The story goes on till the last step
n = k. For the last step we should replace (25) with another (not very different) formula
derived by acting on (24) with the operator FL∗. The only difference is that the left-hand
side of (25) is replaced by FL∗

∑k
s=1B

(s)
µν8

(s)
ν . Following the same procedure leading to

relation (43) and using (40), we finally have:

dχ(k)µ
dt
=

k∑
s=1

FL∗ B(s)µν

(
χ(s)ν −

s−1∑
t=1

g
(s,t)
νλ χ

(t)
λ

)
+

k−1∑
m=1

g(k,m)µν χ(m+1)
ν

+ vν
∑
m6k

FL∗Akmµνλ

(
χ
(m)
λ −

m−1∑
l=0

g(m,l)η χ(l)η

)
+ Li FL∗

∂8(k)
µ

∂pi

+
k−1∑
m=1

g(k,m)µν b
(m)
νi Li +

k−1∑
m=1

[
∂g(k,m)µν

∂q̇j
χ(m)ν + g(k,m)µν

m−1∑
l=1

h
(m,l)
µηj χ

(l)
η

]
q̈j . (47)
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Comparing this result with the last step consistency condition of Lagrangian constraints
(relation (11)), we can read the Lagrangian coefficientsa(s)µν (besides the coefficientsb(k)µi
andh(k,t)µνj which have the same form as (44) forn = k) as follows:

a(s)µν = g(k,s−1)
µν + FL∗ B(s)µν + vη FL∗Aksµην −

k∑
l=s+1

(FL∗ B(l)µλ + vη FL∗Aklµηλ)g
(l,s)
λν . (48)

This completes our main goal of determining all the LCSCs and relation coefficients in
terms of HCSCs.

4. Example

Consider the Lagrangian [10]

L = 1
2[(q̇2− eq1)2+ (q̇3− q2)

2]. (49)

There is only one primary Lagrangian constraint,

χ(1) = eq1(eq1 − q̇2) = −L1. (50)

We have only one constraint chain, i.e.m = 1 (see equation (6)), and one can suppress the
indexµ throughout in what follows. Using the algorithm of subsection 2.1, the consistency
of χ(1) leads to

dχ(1)

dt
= χ(2) − eq1L2 (51)

where

χ(2) = eq1(q̇3− q2)+ q̇1χ
(1). (52)

Choosingχ(2) as above, the onlynon-vanishingb(1)i is

b
(1)
2 = −eq1. (53)

The consistency condition forχ(2)µ completes the chain, as one can see

dχ(2)

dt
= −q̇2

1χ
(1) + 2q̇1χ

(2) + [−q̇2
1L1− q̇1e

q1L2+ eq1L3] + [χ(1)q̈1]. (54)

Again comparing with (11) gives the other LCSCs as follows:

b
(2)
1 = −q̇2

1 b
(2)
2 = −q̇1e

q1 b
(2)
3 = eq1

a(1) = −q̇2
1 a(2) = 2q̇1

h
(2,1)
1 = 1.

(55)

Now let us proceed to the Hamiltonian formulation. It is obvious from the Lagrangian (49)
that8(0) = p1 is the primary constraint. The remaining canonical momenta from (12) are

p2 = P2(q, q̇) = q̇2− eq1

p3 = P3(q, q̇) = q̇3− q2
(56)

and the canonical Hamiltonian can be written as

H = 1
2(p

2
2 + p2

3)+ p2e
q1 + q2p3. (57)
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From (22) with the Hamiltonian (57), the constraint chain is

8(0) = p1

8(1) = −p2e
q1

8(2) = p3e
q1.

(58)

All of the constraints (58) are first class (as expected), and thenon-vanishingcoefficients
Anl (see equation (23)) are

A11 = −1 A22 = 1. (59)

The constraint8(2) is at the end of the constraint chain and its Poisson bracket with
Hamiltonian (57) strongly vanishes, i.e. comparing with (24) we have

B(l) = 0 l = 0, 1, 2. (60)

Next, we want to examine the validity of the relationship between the LCSCs and HCSCs,
as investigated in section 3.

First using (56) and (58) one can easily see that

FL∗8(1) = −P2e
q1 = χ(1) (61)

in agreement with (31). Following the same lines through relations (32)–(35), we can write

χ(2) = FL∗8(2) + q̇1χ
(1) (62)

which, by noting (59), verifies the validity of (34) with the identification

g(2,1)(q, q̇) = v(q, q̇) = q̇1. (63)

At this step, the relations (33) are also fulfilled as follows:

FL∗
∂8(1)

∂p1
= 0= b(1)1

FL∗
∂8(1)

∂p2
= −eq1 = b(1)2

FL∗
∂8(1)

∂p3
= 0= b(1)3 .

(64)

Sinceχ(2) and8(2) both stand at the end of the corresponding constraint chain, relation (54)
should coincide with relation (47) of section 3. The only thing that should be tested is the
validity of relations (44) forb(2)i , (45) for h(2,1)j and (48) fora(l). This is done as follows:

b
(2)
1 = FL∗

∂8(2)

∂p1
+ g(2,1)b(1)1 = −q̇2

1

b
(2)
2 = FL∗

∂8(2)

∂p2
+ g(2,1)b(1)2 = −q̇1e

q1

b
(2)
3 = FL∗

∂8(2)

∂p3
+ g(2,1)b(1)3 = eq1

h(2,1) = ∂g(2,1)

∂q̇1
= 1

a(1) = v FL∗A21−
2∑
l=2

v FL∗A2lg(l,1) = −q̇2
1

a(2) = g(2,1) + v FL∗A22 = 2q̇1

(65)

where all are in agreement with (55), as expected.
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